**COURSE PLAN**

For

**ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING (23CS301PC206)**

Course Coordinator : Dr. Arpita Baronia

Course Instructors :

1. Mohammed Sallauddin
2. Dr. ELN Kiran kumar
3. Dr. Mohammed Ali
4. Dr. N. Venkatesh
5. D. Ranjith
6. Dr. Nafisuddin Khan
7. Dr. Ratnesh Ranjan
8. Dr. R.S. Dubey
9. Dr. Pramod Patro

Course Type : Core

Semester and Year : III Sem and II year

L-T-P : 3-0-2

Credits : 4

School : School of CS & AI

Department : Department of CSE

Course Level : UG

**School of Computer Science and Artificial Intelligence**

![C:\Users\welcome\Downloads\SRU Logo.jpeg](data:image/jpeg;base64,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)

SR University,

Warangal

Contents

Table of Contents

[1. COURSE CONTEXT 4](#_Toc173073160)

[3. COURSE SUMMARY 5](#_Toc173073161)

[4. COURSE-SPECIFIC LEARNING OUTCOMES (CO) 5](#_Toc173073162)

[5. DETAILED SYLLABUS 6](#_Toc173073163)

[6. STUDIOWORK /LABORATORY EXPERIMENTS 7](#_Toc173073164)

[7. TEXTBOOKS/LEARNING RESOURCES 8](#_Toc173073165)

[8. REFERENCE BOOKS/LEARNING RESOURCES 8](#_Toc173073168)

[9. LECTURE WISE PLAN 8](#_Toc173073170)

[10. LAB WISE PLAN 9](#_Toc173073171)

[11. EVALUATION COMPONENTS 10](#_Toc173073172)

[12. PROPOSED INDUSTRY TALKS 10](#_Toc173073173)

[13. SOFTWARE/TOOLS USED 10](#_Toc173073175)

[14. PROPOSED CASE STUDIES 10](#_Toc173073177)

[15. ADVANCED RESEARCH TOPICS 11](#_Toc173073179)

[16. ATTENDANCE POLICY 11](#_Toc173073181)

[17. ACADEMIC DISHONESTY & PLAGIARISM 11](#_Toc173073182)

18. INSTRUCTOR RESPONSIBLE FOR LECTURE PPTS PREPARATION……………………….11

19. INSTRUCTOR RESPONSIBLE FOR PREPARATION OF LAB ASSIGNMENT…………… 11

[20. ANY OTHER INSTRUCTOR WISE RESPONSIBILITY 12](#_Toc173073183)

**DEPARTMENT PROGRAM OUTCOMES (POS) AND PROGRAM SPECIFIC OUTCOMES (PSOS)**

**Program Educational Objectives (PEOs)**

1. Program Educational Objectives (PEO) 1: Ability to solve diverse and complex computer science and engineering problems across a broad range of domains.
2. Program Educational Objectives (PEO) 2: Pursue a career in the field of computer science and engineering.
3. Program Educational Objectives (PEO) 3: Pursue higher education and/or professional development courses for life-long learning.
4. Program Educational Objectives (PEO) 4: Support community building activities to improve the quality of life.

**Program Outcomes (POs) and Program Specific Outcomes (PSOs)**

**Program Outcome (PO) 1:** Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, and an engineering specialization for the solution of complex engineering problems.

**Program Outcome (PO) 2:** Problem analysis: Identify, formulate, research literature, and analyze complex engineering problems reaching substantiated conclusions using first principles of mathematics, natural sciences, and engineering sciences.

**Program Outcome (PO) 3:** Design/Development of Solutions: Design solutions for complex engineering problems and design system components or processes that meet the specified needs with appropriate consideration for public health and safety, and cultural, societal, and environmental considerations.

**Outcome (PO) 4:** Investigate complex problems: Use research-based knowledge and research methods including design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions.

**Program Outcome (PO) 5:** Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern engineering and IT tools including prediction and modelling to complex engineering activities with an understanding of the limitations.

**Program Outcome (PO) 6:** The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to the professional engineering practice.

**Program Outcome (PO) 7:** Environment and sustainability: Understand the impact of the professional engineering solutions in societal and environmental contexts, and demonstrate the knowledge of, and need for sustainable development.

**Program Outcome (PO) 8:** Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of the engineering practice.

**Program Outcome (PO) 9:** Individual and teamwork: Function effectively as an individual, and as a member or leader in diverse teams, and in multidisciplinary settings.

**Program Outcome (PO) 10:** Communication: Communicate effectively on complex engineering activities with the engineering community and with the society at large, such as, being able to comprehend and write effective reports and design documentation, make effective presentations, and give and receive clear instructions

**Program Outcome (PO) 11:** Project management and finance: Demonstrate knowledge and understanding of the engineering and management principles and apply these to one’s own work, as a member and leader in a team, to manage projects and in multidisciplinary environments.

**Program Outcome (PO) 12:** Life-long learning: Recognize the need for, and have the preparation and ability to engage in independent and life-long learning in the broadest context of technological change.

**Program Specific Outcome** (PSO) 1: Apply mathematical foundations, algorithmic principles, and theoretical computer science in the modeling and design of computer based systems in way that demonstrates comprehension of the tradeoffs involved in design choices.

**Program Specific Outcome (PSO) 2:** Apply design and development principles in the construction of software systems of varying complexity.

## COURSE CONTEXT

|  |  |  |  |
| --- | --- | --- | --- |
| School | school of computer science and artificial intelligence | Department | CSE |
| Degree | B. tech | Core | Jan–April,2024 |

1. **COURSE BRIEF**

|  |  |  |  |
| --- | --- | --- | --- |
| Course title | Artificial Intelligence and Machine Learning | Pre-Requisites | Probability, linear algebra, data structures & algorithms |
| Course code | 23CS301PC206 | Total credits | 04 |
| Course type | Core | L-T-P format | 3-0-2 |

## COURSE SUMMARY

Artificial Intelligence (AI) is a broad field in computer science dedicated to creating intelligent machines that can emulate human-like cognitive functions. It encompasses a spectrum of technologies and techniques aimed at enabling machines to perform tasks traditionally requiring human intelligence. AI includes areas such as machine learning, natural language processing, computer vision, and expert systems. Machine Learning (ML), a subset of AI, is a specialized approach where algorithms and models are developed to allow computers to learn from data and improve their performance without being explicitly programmed. ML encompasses various paradigms, including supervised learning, unsupervised learning, and reinforcement learning.

## COURSE-SPECIFIC LEARNING OUTCOMES (CO)

At the end of the course the students will be able to

CO1: Understand the basic concepts of AI / Intelligent Systems

CO2: Comprehend basic Intelligent Systems Representation, Reasoning and Processing techniques.

CO3: Analyze the performance of Machine learning techniques.

CO4: Build AI projects to solve societal problems.

|  |
| --- |
| **Course Articulation Matrix** |
| |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | PO/  PSO  CO | PO  1 | PO  2 | PO  3 | PO  4 | PO  5 | PO  6 | PO  7 | PO  8 | PO  9 | PO  10 | PO  11 | PO  12 | PSO  1 | PSO  2 | | CO1 | 2 | 2 |  |  |  |  |  |  |  |  |  |  | 1 |  | | CO2 | 1 | 2 |  | 3 |  |  |  |  |  |  |  |  | 2 |  | | CO3 |  |  |  | 3 |  |  |  |  |  |  |  |  | 2 |  | | CO4 |  |  |  | 3 |  | 3 |  |  |  |  |  |  |  | 3 | | Mapping Target Level | **1.5** | **2** |  | **3** |  | **3** |  |  |  |  |  |  | **1.8** | 3 | |

**Course Outcome 1(CO1):** Understand the basic concepts of AI / Intelligent Systems

**Program Outcome (PO) 1:** Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, and an engineering specialization for the solution of complex engineering problems.

**Program Outcome (PO) 2:** Problem analysis: Identify, formulate, research literature, and analyze complex engineering problems reaching substantiated conclusions using first principles of mathematics, natural sciences, and engineering sciences.

**Program Specific Outcome** (PSO) 1: Apply mathematical foundations, algorithmic principles, and theoretical computer science in the modeling and design of computer based systems in way that demonstrates comprehension of the tradeoffs involved in design choices.

**Course Outcome (CO)2** Comprehend basic Intelligent Systems Representation, Reasoning and Processing techniques**.**

**Program Outcome (PO) 1:** Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, and an engineering specialization for the solution of complex engineering problems.

**Program Outcome (PO) 2:** Problem analysis: Identify, formulate, research literature, and analyze complex engineering problems reaching substantiated conclusions using first principles of mathematics, natural sciences, and engineering sciences.

**Program Outcome (PO) 4:** Investigate complex problems: Use research-based knowledge and research methods including design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions.

**Program Specific Outcome** (PSO) 1: Apply mathematical foundations, algorithmic principles, and theoretical computer science in the modeling and design of computer based systems in way that demonstrates comprehension of the tradeoffs involved in design choices.

**Course Outcome 3 (CO3):** Analyze the performance of Machine learning techniques.

**Program Outcome (PO) 4:** Investigate complex problems: Use research-based knowledge and research methods including design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions.

**Program Specific Outcome** (PSO) 1: Apply mathematical foundations, algorithmic principles, and theoretical computer science in the modeling and design of computer based systems in way that demonstrates comprehension of the tradeoffs involved in design choices.

**Course Outcome 4 (CO4):** Build AI projects to solve societal problems.

**Program Outcome (PO) 4:** Investigate complex problems: Use research-based knowledge and research methods including design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions..

**Program Outcome (PO) 6:** The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to the professional engineering practice.

**Program Specific Outcome (PSO) 2:** Apply design and development principles in the construction of software systems of varying complexity.

+

## DETAILED SYLLABUS

**UNIT I (7 Hrs)**

Introduction to Artificial Intelligence, Why Artificial Intelligence, Proposing and evaluating AI applications, AI challenges, Intelligent Agents.

**Problem Solving-** Solving Problems by Searching- Agents, Example Problems, Search Algorithm- Informed (Heuristic) Search Strategies.

**UNIT II (8 Hrs)**

**Adversarial Search and Games**- Game Theory, Optimal Decisions in Games Heuristic Alpha Beta Tree Search, Stochastic Games, Limitations of Game Search Algorithms. Genetic Algorithms.

**UNIT III (8 Hrs)**

**Overview of Expert System**- Rule Based Expert System, Case Based and Hybrid Systems

**Introduction to Machine Learning concepts -** Linear Regression, Multiple Linear Regression. Logistic Regression, K–Nearest Neighbour, Decision Trees, Baye's Theorem, Support vector machine

**UNIT IV (7 Hrs)**

**Clustering:** K–Means, Hierarchical and Density based clustering

**Ensemble Methods:** Ensemble Classifiers, Bucket of Models, Bagging & boosting and its impact on bias and variance, Random forest, Gradient Boosting Machines.

**UNIT V (6 Hrs)**

Introduction to Neural Network, Deep Learning, Reinforcement Learning, Natural Language and Computer Vision , Philosophy, Ethics, and Safety of AI - The Limits of AI and The Future of AI.

**Awareness on libraries** - Python Libraries - Pandas, Numpy, MatplotLib, Pyplot and NLPK, Other Python ML related libraries such as Scikit-learn, Keras, and TensorFlow.

## STUDIOWORK /LABORATORY EXPERIMENTS

1. Introduction to python libraries
2. Implementation of A\* algorithm
3. Implementation of Alpha-beta search
4. Implement a linear regression model using a library like Scikit-learn in Python. Train the model on the training set and evaluate its performance on the testing set using metrics like Mean Squared Error (MSE)
5. Implement a logistic regression model using a library like Scikit-learn in Python
6. Implement KNN using a library like Scikit-learn. Train the model on the training set and evaluate its accuracy on the testing set.
7. Implement an SVM classifier using a library like Scikit-learn. Experiment with different kernel functions (linear, polynomial, or radial basis function) and observe their impact on the model's performance.
8. Implement an DT classifier and DT regression using a library like Scikit-learn.
9. Implement Random Forest classifier
10. Implement K-means clustering and ensemble methods like Random Forest to analyze their impact on bias and variance.
11. Implement AdaBoost for a binary classification task and observe its impact on model performance.
12. Apply Gradient Boosting for a regression task and assess its ability to capture complex relationships.

## TEXTBOOKS/LEARNING RESOURCES

## "Artificial Intelligence: A Modern Approach" by Stuart Russell and Peter Norvig., Year: 2022 (4th Edition)

## "Pattern Recognition and Machine Learning" by Christopher M. Bishop. Year: 2006.

## REFERENCE BOOKS/LEARNING RESOURCES

## 1. "Python Machine Learning" by Sebastian Raschka and Vahid Mirjalili, Year: 2021 (3rd Edition)

## LECTURE WISE PLAN

|  |  |
| --- | --- |
| **No.** | **Content Planned** |
| 1 | Course structure / Handout assessment mechanism (30)  Importance of the course (20) |
| 2 | Introduction to Artificial Intelligence (AI) (30)  applications, and challenges (20) |
| 3 | Problem solving agents (20)  Understanding intelligent agents (30) |
| 4 | Agent properties (50) |
| 5 | Problem Solving by Searching (50) |
| 6 | Search Spaces (20)  Examples of problems in AI (30) |
| 7 | Informed Search Strategies: Heuristic Search Algorithms (20)  Best First Search (30) |
| 8 | A\* algorithm (50) |
| 9 | Introduction to Game Theory (50) |
| 10 | Optimal Decisions in Games (50) |
| 11 | Minimax Game Tree Algorithm(50) |
| 12 | Heuristic Alpha-Beta Tree Search (50) |
| 13 | Stochastic Games and their considerations (50) |
| 14 | Limitations of Game Search Algorithms (50) |
| 15 | Introduction to Genetic Algorithms for problem-solving (50) |
| 16 | Introduction to Genetic Algorithms for problem-solving (50) |
| 17 | Buffer class-1 |
| 18 | Rule-Based Expert Systems (25)  Case-Based Reasoning (25) |
| 19 | Hybrid Systems combining rule-based and case-based approaches (50) |
| 20 | Overview of machine learning (50) |
| 21 | Linear Regression (35)  Multiple Linear Regression (15) |
| 22 | Logistic Regression (50) |
| 23 | K–Nearest Neighbor (30)  Decision Trees (20) |
| 24 | Bayes' Theorem and Naive Bayes Classifier (50) |
| 25 | Introduction to Support Vector Machines (SVM) (50) |
| 26 | K–Means Clustering (50) |
| 27 | Hierarchical Clustering (50) |
| 28 | Density-Based Clustering (50) |
| 29 | Ensemble Classifiers (20)  Bucket of Models (30) |
| 30 | Bagging and Boosting (50) |
| 31 | Random Forest (50) |
| 32 | Gradient Boosting Machines (50) |
| 33 | Buffer class-2 |
| 34 | Deep Learning Concepts and Architectures (50) |
| 35 | Reinforcement Learning Fundamentals (50) |
| 36 | Natural Language Processing (50) |
| 37 | Computer Vision (50) |
| 38 | Philosophy, Ethics, and Safety of AI (50) |
| 39 | The Limits of AI and The Future of AI (50) |
| 40 | Buffer class-3 |
| 41 | Expert Talk |

## 

## LAB WISE PLAN

|  |  |
| --- | --- |
| **No.** | **Content Planned** |
| 1 | Introduction to python libraries |
| 2 | Implement A\* algorithm for the given graph |
| 3 | Implement alpha beta pruning algorithm for the given game |
| 4 | Implement a linear regression model using a library like Scikit-learn in Python. Train the model on the training set and evaluate its performance on the testing set using metrics like Mean Squared Error (MSE) |
| 5 | Implement a logistic regression model using a library like Scikit-learn in Python |
| 6 | Implement KNN using a library like Scikit-learn. Train the model on the training set and evaluate its accuracy on the testing set. |
| 7 | Implement an SVM classifier using a library like Scikit-learn. Experiment with different kernel functions (linear, polynomial, or radial basis function) and observe their impact on the model's performance. |
| 8 | Implement an DT classifier and DT regression using a library like Scikit-learn |
| 9 | Implement Random Forest classifier |
| 10 | Implement K-means clustering and ensemble methods like Random Forest to analyze their impact on bias and variance. |
| 11 | Implement AdaBoost for a binary classification task and observe its impact on model performance. |
| 12 | Apply Gradient Boosting for a regression task and assess its ability to capture complex relationships. |
| 13 | Buffer-1 |
| 14 | Buffer-2 |

## EVALUATION COMPONENTS

|  |  |
| --- | --- |
| **Components of Course Evaluation** | **Marks** |
| Mid Term Examination | 20 |
| End Term Examination | 40 |
| Continuous Lab Evaluation | 10 |
| Lab Exam | 20 |
| Quiz | 10 |

## PROPOSED INDUSTRY TALKS

## 

## Dr. Sourabh Srivastava in machine learning its advanced tools.

## 

## SOFTWARE/TOOLS USED

## GitHub: <https://github.com/kirankumareranki/AIML-2025>

## Proposed Case Studies

## 1. AI Supply Chain Optimization for Blood Platelets in NHS,UK [[link](https://kortical.com/case-studies/ai-supply-chain-blood-healthcare-nhs)] 2. Realtime prediction of Auto Failure using connected vehicle data [l[ink](https://kortical.com/case-studies/ford-predicting-failures-ai-example)]

## 3. Customer Feedback automation using NLP Speech Models [[link](https://kortical.com/case-studies/ai-nlp-customer-feedback-marketing)]

## 4. AI to Classify and Consolidate 35Million documents within 2mins [[link](https://www.datamatics.com/resources/case-studies/a-leading-american-bank-gets-its-35-million-documents-auto-classified-and-consolidated-within-2-weeks)]

## 

## 

## ADVANCED RESEARCH TOPICS

## Machine learning with quantum computing, machine leaning in IOT

## ATTENDANCE POLICY

1. At least 75% attendance in the course is mandatory
2. A maximum of 5% shall be allowed under medical grounds and 5% on representing the University on official events outside like sports, hackathons, NCC, NSS etc.
3. Students with less than 65% of attendance shall be prevented from writing the final assessment.

## ACADEMIC DISHONESTY & PLAGIARISM

Plagiarism is "to offer work or ideas from another source as one's own, with or without authorization of the source author(s), directly by verbatim copying or by usage of any AI software" (i.e., with or without permission from the original author). In certain cases, authorization might be provided for the usage of other sources through written permission may not be considered as plagiarism. It is a serious academic offence which should be avoided, the following method will be adopted to evaluate plagiarism in submitted documents including assignments, material, class test content and other similar academic documents.

Level 1: Similarities up to 10% - Student will be asked to revise the document and resubmit for evaluation, once chance will be provided to revise.

Level 2: Similarities above 10% to 20%- Student will be warned and one chance will be provided to revise the document and resubmit.

Level 3: Similarities above 20% : If the plagiarism level is more than 20% student will get a Fail grade.

1. **INSTRUCTOR RESPONSIBLE FOR LECTURE PPTS PREPARATION**

Module 1: D. Ranjith,

Module 2: Dr. Mohammed Ali

Module 3: Dr. N. Venkatesh

Module 4: Dr. Nafisuddin Khan, Dr. R.S. Dubey

Module 5: Dr. Ratnesh Ranjan

1. **INSTRUCTOR RESPONSIBLE FOR PREPARATION OF LAB ASSIGNMENT**

1. Dr. Arpita Baronia

2. Dr. Ratnesh Ranjan

3. Dr. Nafisuddin Khan

4. Mohammed Salluddin

## ANY OTHER INSTRUCTOR WISE RESPONSIBILITY

1. LMS: Dr. ELN Kiran Kumar
2. Course File: D Ranjith
3. Invited Talks: Dr. Mohammed Ali
4. Case Study: Dr. ELN Kiran Kumar, Dr. Arpita Baronia
5. Slow Learner Activity: Dr. N Venkatesh
6. Fast Learner Activity: Mohammed Salluddin.
7. Continuous Lab Evaluation: Dr. Arpita Baronia
8. Quiz: Dr. Pramod Patro
9. Final Co-Po mapping: Dr. R.S. Dubey, Dr. Arpita